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ABSTRACT

Analysis of the effect of multipath propagation on

digital communications systems was conducted. A brief

overview of the root causes of multipath propagation was

included in this discussion. Probabilities of error were

then derived for a generalized digital communications system

experiencing Rician fading due to multipath propagation.

Exact results were obtained for equiprobable M-ary Frequency

Shift Keyed and M-ary Phase Shift Keyed modulation schemes

used to transmit digital data. Furthermore, the probability

of error was obtained for a generalized digital

communications system experiencing single-bit Intersymbol

Interference due to multipath propagation. Finally, the

performance of digital communication links for NASA's Space

Station operating in the presence of Intersymbol Interference

was evaluated. Results obtained tend to show that severe

communication system performance degradation may occur on

those links under certain transmitter/receiver and Space

Station geometries.
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I. INTRODUCTION

This thesis was intended to accomplish four purposes:

(1) To introduce the reader to the subject of multipath
propagation is and how it affects the performance of
digital communications systems,

(2) To develop as general an expression as possible for the
probability of error of a digital communications system
operating in a Rician Fading environment due to
multipath propagation,

(3) To develop as general an expression as possible for the
probability of error of a digital communications system
that experiences Intersymbol Interference (ISI) effects
due to multipath propagation, and

(4) To use the above analysis to determine whether there
would be significant performance degradation due to
multipath propagation on the communication links for
NASA's proposed Space Station.

In a certain sense, success was not complete. Pertinent

points follow.

Chapter 2 does indeed contain a brief introduction to the

phenomenon of multipath propagation. As a matter of

practicality, some rather important concepts were kept out of

the description in order to enhance brevity, while other less

important items were included in order to make the analysis

that follows in later chapters more understandable.

Nevertheless, Chapter 2 highlights some of the problems

associated with communications in an environment where

multipath propagation exists, and indicates how the relevant

0%.
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system parameters relate to the physical phenomena associated

with multipath propagation.

Chapter 3 is devoted to the task of deriving the

probability of error of a digital communications system

experiencing Rician fading due to multipath propagation.

Although numerous treatments exist of generalized digital

communications systems experiencing so-called Rayleigh

fading, Rayleigh fading is constrained to the case where the

reflecting mechanism is diffuse--meaning that specular

reflections are not covered. Since multipath propagation

tends to occur due to both diffuse and specular reflections,

the Rayleigh Fading model is in essence incomplete. If one

is to consider fading caused by a combination of both

specular and diffuse reflectors, one must add a specular term

to the received signal model resulting in a Rician

probability density function (p.d.f.) for the received signal

amplitude statistics. No derivations for the probability of

receiver error under Rician fading have been found, so one

was attempted here. Rather than attempting to obtain a very

general result, a sub-case of significant interest was

considered in detail. Specifically, only equiprobable signal

transmission was considered, and a complete expression was

arrived at for the case of M-ary Frequency Shift Keyed (MFSK)

modulated signals. Due to the complexity of the final

expression in the case of M-ary Phase Shift Keyed (MPSK)

7



modulated signals which prevented us from showing it in its

full form, a result was obtained for MPSK as well.

Chapter 4 begins with a presentation of the configuration

of an optimum receiver for the processing of one of M

transmitted signals. The probability of receiver error when

ISI effects are present is then obtained. In order to keep

the derivation manageable, this analysis covers only the case

where one adjacent bit interferes with the presently

transmitted bit. Once again, the final result covers only

the case where the M possible signals have an equal

probability of transmission. Except for this constraint, the

results are quite general, and can be applied to a larger

class of modulation schemes.

Finally, Chapter 5 addressed the problem of multipath

propagation as it applies to NASA's Space Station. It

includes a description of the relevant portions of the Space

Station Communications System under consideration. Due to

the fact that it was impractical to determine appropriate

fading parameters using the more complete Rician model,

multipath analysis for Space Station was carried out using

only the ISI model developed in Chapter 4. Even so, and

despite the fact that our ISI model considered only the case

when a single adjacent bit interferes with the present bit

transmission, it was demonstrated that there may indeed be a

problem with poor receiver performance under certain

conditions when the Space Station is operational. This



analysis indicated that further studies are appropriate, if a

properly operating system is to be built.
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II. TER ANATOMY OF MULTIPATH

Multipath propigation (or just multipath for short) is an

insidious perpetrator. It can affect the performance of a

communications system in various ways. Tryirng to -earn

something about it is not always easy because

phenomenological descriptions require knowledge coverina a

host of disciplines. Physicists, electromagnetic eng:neers,

and communications engineers describe it differently because

all three tend to focus on different aspects of this physicaL

-henomen:on.

Phvsicists, not surprisingly, tend to focus 1on -e

zhvsical- str"cture of the ,,ti4 at h problem,whil_

e'ectrcmaonetic enaineers are best able to provide re-at '-ve-

prec-se descriptions of what hapens to the phasean!

amplitude of the propagating wave for a set trans=i--rano

receiver location and a set mzet iath oesmer -nz

nunerical methods. Ccm,unication engineers are zenerailv

interested in a prcbabil:stic descropticn c' the z-anne"

--rns of a orobabilitv dens::v :2 nzz. an

PI nuM receiver stru.cture 2an re Jeve':e& c -

-rbabilitv-f error deterrmne: J and eva.a ed.

-he siple tru...: s:hat there are c:aseS n -t1r

a--ne cannct prcvie -e answers. he rrc = - cf L.a .

I0
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an EM wave from some point "A" to some point "B" and

predicting propagating effects is often too complicated to

analyze. Sometimes one may find that the only way to

correctly design a system is to first experiment with the

channel in order to obtain a good model from which analysis

and design predictions can be obtained. Nevertheless, there

are fairly general theoretical models of the effects

associated with multipath that communication engineers can

use, which if coupled with proper understanding of the

physics of the situation, may result in reasonable analyses

and performance predictions. The intent of this chapter is

to provide a basic introduction to the phenomenon of

multipath, with particular emphasis on the salient features

which are pertinent to the communication problems studied in

the sequel.

A. CATEGORIES AND CLASSES

As described by the physicist, multipath effects are a

manifestation of either reflection or refraction. [1]

Electromagnetic engineers also include diffraction,

scattering, focusing, and attenuation as modifiers of

multipath propagation, although all of these except for

diffraction can be derived from the basic first two. [2, p.

21 For communication engineers, it is important to know how

those mechanisms affect the amplitude and phase of the

11
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received signal, as both can influence the received signal

quality.

Most technical sources list three varieties of

electromagnetic reflection: specular, resonant, and diffuse.

From the communications standpoint, specular and resonant

reflections produce the same results. So, for our purposes,

it is sufficient to categorize the sources of multipath as

being either one of two classes:

-planar, including specular and resonant, and

&diffuse.

Each affects the communications system differently.

1. Planar Reflection

This is the term used for cases when an electromagnetic

plane wave is reflected off a relatively smooth surface by

either specular or resonant (sometimes called "Bragg")

scattering. Planar is the kind of reflection most sought

after in applications where multipath is used to the

advantage of the designer, such as when ionospheric "skips"

are used in order to extend the range of high frequency

transmissions, since it usually does not distort the signal

significantly.

Specular reflection is what occurs when the surface of

the reflector is very smooth in relation to the wavelength of

the incident wave. Note that the reflector need not be

smooth at all, and it may have a surface that on the whole

appears fairly non-uniform. However, as long as the surface

12
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appears to be smooth in relation to the wavelength of the

incident radiation, (that is, surface roughness, p, is much

less than the incident wavelength, X) specular reflection will

result. A definition of roughness, called the Rayleigh

criterion, is as follows

471 sin()Ssix(2-1)

where a is defined as the standard deviation of the surface

irregularities relative to the mean surface height, 0 is the

angle of incidence measured from the grazing angle, and X is

the wavelength of the carrier [3]. Pictorially, it can be

viewed as shown in Figure 2-1.

"Resonant" reflection occurs when a surface is perhaps

too rough to reflect specularly, but the roughness is

periodic with a spatial separation corresponding to some

multiple of half the incident wavelength. When this

geometrical scenario is set up, the quanta of reflected

energy can constructively interfere to form a reflected wave

which will reach the receiver [3]. Resonant reflection can

be pictorially viewed as shown in Figure 2-2.

Again, it is important to note that despite the

different physical phenomena involved, all planar

reflections, both specular and resonant, affect the

transmitted signal in basically the same way.

13



INCIDENT WAVE

REFLECTED WAVE

I IGURE 2-1. Specular Reflection

INCIDENT WAVE
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When planar reflection occurs, both the amplitude and

phase of the reflected signal can be changed, but in a

predictable, fairly linear, fashion. Its effects can

14



generally be predicted and compensated for, unless the

structure of the reflector is changing with time in an

unpredictable fashion. In such a case, the amplitude change

and phase shift are mathematically treated as random

processes, resulting in a single reflected-signal path. But,

the receiver always processes a single direct-path signal

along with a single reflected-path signal when planar

reflection occurs.

The reflected-path signal can cause a phenomenon known

as Intersymbol Interference (ISI). This occurs when the time

delay encountered by the reflected signal is so long that it

reaches the receiver at the same time as the direct-path

signal for subsequent transmitted symbols. For digital

communications, ISI can be quite destructive.

Suppose, for example, that a digital communications link

set up with bit duration z, releases a bit from the

transmitter at time t, and via the direct path, reaches the

receiver at time t+8. The reflected-path signal will travel

a longer route to get to the receiver, so the bit traveling

this path will reach the receiver at a later time t+8+ec. If

bit "k" is transmitted at time t, the subsequent bit "k+l"

can reach the receiver via the direct path before or during

the time that the reflected bit "k" does. ISI will then

result. This situation can be graphically viewed as shown in

Figure 2-3.

15
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Direct Path k "... time
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t+6+Cr t+6+,r+c

FIGURE 2-3. Intersymbol Interference (ISI)

If there is more than one reflected signal path causing

several bits to be received simultaneously, the situation can

become almost untenable. This will be a topic of further

discussion in Chapter 4 of this thesis. Fortunately, the

study of ISI has received significant attention in the past

so that relatively effective techniques to combat ISI are

available.

It is important to note that if there is a single planar

reflector present, and if enough information about the

reflector's characteristics is at hand, an optimum or near

optimum signal processing receiver structure is usually

obtainable.

2. Diffuse Reflection

Multipath propagation due to diffuse reflection usuallyI

occurs when the reflector is not a discrete object. W"it

diffuse reflection, the amplitude and phase of the signal can

be altered, but there are further complications. The

16
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received signal may in fact be a continuum of reflections,

with its incoming phase smeared to a point where it becomes

undecipherable. The amplitudes of any one reflected

component may be indistinguishable from the others. So-

called Rayleigh fading is a common manifestation of diffuse

reflection. The ionoshpere, for example, may act as a

diffuse reflector to certain signal frequency bands. Some

troposhperic effects such as precipitation and ducting can

behave as diffuse reflectors. Thus, although diffuse

reflection is not a simple phenomenon, it is common and must

be dealt with. Fortunately, this problem received early

recognition by analysts and system designers so that the

available pertinent analytical tools have reached a fairly

mature stage.

Since diffuse reflectors seem to sometimes act as a

continuum of individual specular reflectors, computer models

can be developed in which the diffuse reflector is simulated

as a sum of a large number of specular reflectors.

As with specular reflection, the characteristics of

diffuse reflectors can change over time and appear to be

random, thus necessitating the use of random processes in the

mathematical model.

B. FRZQUZNCY ZFFZCTS

The physics of multipath are fairly straightforward. If

the reflection occurs off a fairly flat plate, the effect

17



will appear to be specular. If the reflector is less

discrete, diffuse multipath effects can be expected.

But what appears flat and smooth to one packet of EX

waves, may appear differently to another. For instance, if

long-wavelength high frequency radiation were bounced off a

large, flat structure that appeared smooth, the radiaticn

would be specularly reflected. However the surface roughness

of the structure may be such that it might appear rough tc

shorter-wavelength EM waves and cause diffuse reflection.

In reality, no reflector is either purely planar or

diffuse. But in many instances, the problem can be

simplified to one in which, for a given set of frequencies,

a reflector can be modeled as either planar or diffuse

because one type of reflection is clearly dominant.

C. NULTIPATH EFFECTS

There are two basic ways to describe the effects of

multipath from a communications standpoint. They are: (a)

Fading, and (b) Intersymbol Interference (ISI).

When a transmitted signal arrives at the receiver, the

transmitted bit is adjoined by scaled and delayed versions cf

the transmitted bit due to multipath. These scaled an--

delayed versions will interfere with the normal perfcrarane

of the receiver. It is possible to empirically measure the N

degradation in receiver performance under given nultia-h

conditions in terms of signal loss, usually expressed _n

18
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i

units of decibels. When the receiver's measured signal loss

is expressed in this fashion, the effect is called multipath

"fading."

Another common method of determining the effect of

multipath on a receiver's performance is to analytically

express the probability of error for the receiver under

circumstances where a previously transmitted bit is received

at the same time as the presently transmitted bit. That is,

adjacent bits can be delayed by the multipath to such an

extent that they are received at the same time as bits that

were transmitted later. This phenomenon is called

Intersymbol Interference, or ISI. This method is purely

analytical, and therefore can be insoluble for certain

conditions of multipath whereby a large number of bits are

delayed in such a fashion that many such bits are received

simultaneously.

It is possible to rule out any form of multipath

degradation if the following two criteria are satisfied:

(1) There are no RF reflectors, either specular or diffuse,
which generate multipath between the transmitting and
receiving platforms, and

(2) The receiving platform is small enough, simple enough,
or "clean" enough so that the transmitted signal is not
"bounced around" within the platform's structural
boundaries before the signal reaches the receiving
antenna. It is important to note that this criterion
is heavily dependent on the bit rate, because the bit
rate is what determines whether the receiving
platform's structure is of a size that will result in
this multiple bounce effect described above.

19



D. SIGNAL MODEL

The general mathematical form of an M-ary digital

communication signal is

s.T (t) = f g(t) cos{(0t + *(t)} (2-2)

where the subscript i represents any one of M possible

transmitted signals, the subscript T represents the duration

of the signal, fi(t) determines the amplitude shape of the

i'th signal, Oc is the carrier frequency, and Oi(t) is the

deterministic phase of the signal. This mathematical form is

equivalent to

i0 (ot+oi (t)]
s ,(t) = /r Re fi(t) e (2-3)

Since this form is mathematically easier to manipulate, it is

sometimes preferred over the cosine form of Equation 2-2.

To illustrate how these expressions are used, consider

Binary Phase Shift Keyed (BPSK) modulation. In this

modulation scheme, there are two possible signals to be

transmitted. These signals would be

s, (t) = F2 A cos(0)t + 7) (2-4)

s 2 ,(t) =r A cos(cOt + n) (2-5)

Thus, for this modulation scheme, fi(t) would in both cases

be the signal amplitude, A, and signal "I" is differentiated;

20



from signal "2" by the opposite (antipodal, in this case)

phases.

Frequency Shift Keyed (FSK) modulation is similar, but

instead of substituting a fixed phase term in the place o;

Oi(t), a function corresponding to the integral of the

instantaneous phase must be used.

In the case of an Amplitude Shift Keyed (ASK) modulation,

the Oi(t) terms would be constant or eliminated, and the fi(t)

term would be used to define the different possible signal

amplitudes.

E. MULTIPATH PARAMETERS

1. Fading Modal

Chapter 3 presents the analysis pertaining to the

fading effects of multipath propagation. Utilization of this

analysis requires that the following steps be taken:

(1) Experimentation or computer modeling of the reflecting
structure must be performed in order to provide the
necessary multipath parameters. In the case of the
Rician model presented in Chapter 3, the parameters are:

a amplitude of the planar (specular) component
M phase of the planar (specular) component

v a amplitude of the diffuse component

0 a phase of the diffuse component
The amplitude and phase of the specular component can
normally be considered to be deterministic, whereas the
parameters pertaining to the diffuse component are
usually considered to be random processes. In this
analysis, those random processes are assumed to be
Gaussian, since this is the case that most often occurs.

(2) Once these parameters have been determined, the
modulation scheme to be used must be substituted for the
general signal model used in the analysis to follow.

I211
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(3) At this point the receiver performance may be obtained
directly from the results and the probability of error
curves may then be constructed.

We have provided the probability of error for the M-

ary FSK (MFSK) case, as well as the steps to be taken to

develop the M-ary PSK (MPSK) results.

2.

Chapter 4 analyzes the effects of multipath that

result in ISI. Although it may be possible to develop a

general solution for performance affects due to multipath-

induced ISI, the problem rapidly becomes unwieldy. In order

to keep the problem manageable, an A priori assumption was

made that the modulation scheme to be used would be

orthogonal. Therefore, this analysis is only valid if an

orthogonal modulation scheme is u.ed.

The required parameters necessary to evaluate the

effects of ISI are:

S amplitudes of the multipath signals

Ii a travel delays of the multipath signals

These parameters can be obtained analytically through simple

geometric approaches.

The ISI analysis will be illustrated with an example

in Chapter 5.

F. LIMITATIONS

Analysis involving ISI effects has been performed

specifically for communication links to be used in NASA's

22
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proposed Space Station. The results are presented in

Chapter 5.

A specific example involving fading effects is not

included here, since to utilize the performance results

obtained in Chapter 3, an empirical model of the physical

configuration must be available, either through

experimentation or computer modeling of the reflecting

structures. This can be (and typically is) an expensive and

time-consuming process. Nevertheless, such efforts must be

carried out in order to quantify the multipath fading

parameters. This fact limits somewhat the utility of the

fading performance analysis (excluding its purely theoretical

value) because the lack of procurement of realistic values

for the fading parameters prevents the application to a Space

Station-related problem. An analysis related to the Space

Station geometry using arbitrary values for the necessary

parameters would be of little value.

Finally, despite the fact that a theoretical analysis of

the physical structure of the reflector can provide useful

parameters for use in the analysis of ISI performance

effects, since the modulation scheme considered for the

communication link is orthogonal, the analysis and results of

Chapter 4 do apply.

23



III. THE RICIAN FADING PROBLEM:
TRANSMISSION WITH NO DIVERSITY

A. INTRODUCTION

In this chapter, we carry out analysis which models the

effects of multipath in the form of a system that induces

fading on signals transmitted over such a communicaticns

channel. At first, we will assume no particular modulaticn

scheme in order to ensure that the analysis will be

applicable to as many communI'at ons systems as possible.

Thus, a mathematical model for a generalized digital

communications signal will be used here. Later we will

conclude the analysis by specifying the resultant prcbabilty- :

of error (P{e}) for a system employing M-ary Frequency Shift

Keyed (MFSK) modulation as well as the mathematical %

expressions that lead to Pie) for M-ary Phase Shift Feyed

(MPSK) modulation. We will also assume that no multicath

countermeasures (such as diversity techniques) are

implemented.

40

B. PRELIMINARY ANALYSIS

Assuming no particular digital modulation ccheme,

general mathematical form of the transmitted sional is

s.(t) = r Re f (t) e e

24
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.j.
42 fi(t) cos{OWt + W (t)} (3-1)

where i = 1,2,...,M, and Tb < t 5 Tf.

As described in Chapter 2, by properly choosing the real

functions fi(t) andoi(t), it is possible to consider a large

number of modulation schemes, such as M-ary Frequency Shift

Keying (MFSK), M-ary Phase Shift Keying (MPSK), M-ary

Amplitude Shift Keying (MASK), and combinations of these, to

produce hybrid schemes, like Quadrature Amplitude Modulation

(QAM) and the like.

The received signals are modeled as

s (t) =T Re V' f.(t) e e e (3-2)

where i 1,2,...,M, Tb!t_ Tf, and v' and 0' are functions

which represent the combined amplitude and phase chanres

brought on by multipath propagation. Expanding v' and 0'

into the planar and diffuse components, we have

io. is io
v' e = e +ve (3-)

where (X and 5 are the amplitude and phase respectively of the

planar component, and v and 0 are correspondingly the Same

for the diffuse component.

The relationship amongst these quantities 's graphically

displayed in Figure 3-1.
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FIGURE 3-1. Rician Fading Signal Geometry

Using the larger triangle in Figure 3-1, we have
2 2 2

v, = a + v + 2av cos(O-8) (3-4)

In most analyses, it can be assumed that a and 8 are

deterministic parameters while v andO are random variables

with joint probability density function (p.d.f.)

fv 2(v,8) =-vexp - (3-5)

where 05v5oo, and 0:8<27r, so that v and0 can be seen to be

independent Rayleigh and uniformly distributed random

variables respectively.

It is shown by Turin [4] that due to the given joint

p.d.f. of v andO, the joint p.d.f of v' ande' is given by

r 2

f (V',') = v' v' + a- 2v' cos('-) (3-6)
21[02 202

where 0 5 v' < co, and 0 58'- 8 5 27r, so that by direct

integration
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8+2x V v, 2 2 1f V exp + f- 22xv cos('-8
8 21 O

-exp (3-7)o2 012 2'I1

where, 0:v':5-, resulting in a Rician density for the random

variable V1.

Whereas 8 is a uniform random variable, 0' is not uniform,

as can be seen from

2 2f v' v'I + a - 2av'I cos( -)
f(0') -- exp- v+a vdv' (3-8)j 2 2 I 

2

Several steps must be carried out in order to evaluate

the integral, resulting in

2 2

exl F sin (0'-6) I a cos(0 -8)1cos0sin)2 erfr, (3-9)

[FW 2aY 1 " 0 1

where 0 <0'- 8 5 2c. The actual shape of the p.d.f. is

dependent on the a/a ratio. Note that for a purely diffuse

multipath contribution, resulting ina/a = 0,

(') = -- (3-10)@' 2n
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which is a uniform p.d.f., where 0 !S'- 8 S 27E. For a purely

specular multipath component, which results in t/a-+ 0,

f{() = (3-11)

oo 8'-S= 0

h

which corresponds to a Dirac delta function. A complete

analysis would require checking that the relationship

f fe(') dO' = 1 (3-12)

is indeed satisfied, however some integration difficulties

arise. Nevertheless, this clearly demonstrates that 0' does

not have a simple uniform p.d.f. (unless a/a = 0).

Later, the case of & being a random variable will be

investigated. This analysis may be useful if the specular

reflector's position is unknown or if it is moving. It will

thus be assumed that S has p.d.f.

m cos (8)
e

fA (S) 27I (M) (3-13)

where -7r'8<7, and 0 mSoo, which due to the variable parameter

m, represents a family of p.d.f.'s ranging from the uniform

p.d.f. for m=O to a Dirac delta function for m-.)-. It will

be necessary to determine the overall effect on the p.d.f.'s
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k

involving v' andO' when& is random. From previous work,

however, even ifS is random, v' will have an (unchanged)

Rician p.d.f. as given by Equation 3-7.

Returning now to the received signal si(t), we have

j oj coct jo(t)

s (t) = F2 Re [(eJ + ve ) f (t) e e tJ

2R I(fi(t)e +2Re vfi(t)e

s.i~) fi( t) cAs(Oct + i (t 0]%

+ F v fit) cos [ t + oi(t) + (3-14)

The term

f (t) Cos (0Ct + 0i(t) + (3-15) V

is the so-called specular (multipath) component, but as

discussed in Chapter 2 of this thesis, a better name for it

would be the "planar" reflection term, since it can be caused

by either specular or resonant reflection. In all our

analyses, C will be treated as a deterministic quantity. The

term

F2_v fi(t) cos )Ct + 0i(t) +o (3-16)

is the so-called diffuse (multipath) component, where v and 0

are random variables with the previously specified p.d.f.'s.

Observe that '.4PV
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s i (t) = [a + v Cos(8-O) ]T fi (t) cos [Coct + (t) +

+ v sin(6-0) 42- f(t) sin[(Oct + *i(t) + 8] (3-17)

For convenience we define

a, =- a+ v cos(&-O) (3-18)

a2  v sin(&-0) (3-19)

Clearly, a1 and a2 are random variables, with p.d.f.

obtainable from r 2  211/2
2v ( ja 1 -c ) + a2j (3-20)

&-j tan (3-21)

and

aa.

I- = cos(6-) (3-22)

- = v sin(6) (3-23)aao

a2 sin (c,-) (3-24)

aa 2
- = -v sin(&-8) (3-25)

The resulting Jacobian of the transformation J(v,O) is given

by
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cos( -8) v sin(&-8)
J(v,e) = = -v (3-26)

s in (&-e) -v cos (&-O)

Now,

fv,e { (a1 - ) 2 a 2  , &-tanl- } (3-27)

I,~ 21 2 21(aa)+ a] (a-a) + aI
212.

(a -& + 2e - 2 (3-28)21C0 "2  
2(7

and

f, (a a) 21 + a-tan - 1 a2(a-a)
fA1 ,A 2  2a= r r ]/2 1 1

J A2 (a,- a) + a2 2  -tan ja (a, - a)

1 r 21

i (a-aC) + a2
- 2___ exp -I 2(

2 2 2 2

-(a-a) 2 /2 (Y2  -a22(Y2
--e e (3-29)27c

This demonstrates that a, and a 2 are independent Gaussian

random variables of equal variance, 0y2, and means, a and 0

respectively.

Thus, if we define

Yil (t) r f i (t) cos[()Ct + *,(t) + (3-30)
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y12 (t) J2 f (t) 5i W t + *(t) +(-'

we have 2
si(t) = a (t) (3-32)

where i = 1,2,...,M, and Tb ! t <Tf.

We now define some quantities of interest, namely
if T

YJ (t) dt = 2f(t) + cos(20),t + 20 (t) + 2) dt
T b  T b 

"
T4.

= f.(t) dt E,; (3-33)

'b

since for any fi(t) that varies much more slowly than the

frequency O c

f f(t) cos 2(a) t +  0;(t) + 8) dt 0 (3-34)

Also,

Tf"'s 1 1-'
y 2 (t) dt J- 2f (t) 2 ccs(20ot + 20,(t) + 26 ) d

b b

Tf

f f:J M)dt E. (3-35)

Tb
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Finally,

b b

- 2f (t) Cos (0 t+0 (t)+ 8) sin (0) t+Oj (t)+ 8) dt

f C 
.

T t

2

f- f t sin 2 (W Ct+0 .(t) +8)1 dt 0 (3-36)

We also define

J f (t) f (t) dt ; - 1 (3-37)

(E, E ) T

Later, we will encounter

Yi Iy(t) Yn, (t) dt

Tb

f 2fi(t)f (t) cos[0)t+ i(t)+8] cos[)t4-0 (t)+6] dt

T,

= ff(t)f (t)cos[, (t)-0 (t)]dt
f m

+ f,(tlf ,(t) COS[2o)'t+O, (t)+O,,(t)+2S! dt (3-3 )

33

.. A



The second integral in this expression is clearly

insignificant, whereas, the first integral involves

Tf j# (t) -jq ((t)

Re f t) e f (t) e dt l3-39)
[b

which may not be zero even for i*n. Furthermore,
T,

JY 2 (t) Y,2(t) dt

7b

f f:(t)f (t) cos[ (t) - (t)]Idt

Jfft)f (t)cos[20t+ 0(t)+ (t)+28] dt (3-40)

b

Also,

fyi, (t) Y12 (t) dt

.b

f; (t)f, (t) sin[ (t) - (t)] dt

Jf(t)f,(tsin[2wt+O(t)+ ,(t)+26] dt 3-41).

I
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where

ff t)f(t) si [ (t) -sin(t)] dt a im (3-42)

Tb

C. THE DETECTION PROBLEM

In the M-ary hypothesis testing problem, the recived p

signal r(t) is modeled by

r(t) = si(t) + n(t) (3-43)

where i = 1,2, ... ,M, Tb~t<Tf, and n(t) is the Additive White

Gaussian Noise (AWGN) of Power Spectral Density (PSD) level

No/2 Watts/Hz. If si(t) is a completely known signal with
I-

probability Pi of being transmitted, then the optimum

receiver must compute

inl(Pi) 2_ 2fT

i -e ex - r(t) s,(t) dt- S (t) dt (3-44)
Tb  Tb

for i=1,2, .. ,M, and will decide that Sm(t) was transmitted

ife

im > i. i m (3-45)

,'

Since due to multipath, the received signal model is

2

s (t) = ak yik(t) (3-46)
k-1

..
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for i = 1,2, ... ,M, and Tb5tTf, then conditioned on the random

variables ak, k=1,2,

in (Pi) 2 2
Ia a =e exp a fR ak (3-47)

1 0a k=( ) k=1

where

Tf

Rik f r(t) Yik(t) dt (3-48)

Tb

and the simplifying condition (see Equations 3-38 and 3-40)
Tf 

'

0 n k(ik t ) y : (t ) d t =
(3- 4 9 ) "

Tb Efi n k

has been used in Equation 3-48.

Using the previously derived joint p.d.f. for a, and a2,

= f lilala 2 fAIA 2 (al,a 2) da1 da2

ln (Pi) E . 2 2 (a,- 00 da.

=e ex - a + N R aJ

E 2 2 a 2 da- .
• - a 2  + - R ; a ( 3 -5 3 )

We work through the more general (first) integral of

Equation 3-50. The exponent, only, is of the form
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E i 2 a,-2a1 t+a 2 1
I al _-R a, = -(E, a-E/) + E; (3-51)
No  2 2 N 0  ...

where

No  22 21 / 2 
( 3 - 5 )

2 2 O

2 12 -
(3-54)

23 2 Ei 1

N0  2(Y2

Thus, the first integral is of the form

2

-{ (E£a,- 2 ) + £}

e da.

e -u 12  du e
Se - =-
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where the change of variables

2?
u= [£1a.- e211

2 [El- , C2 (3-56)

has been used in Equation 3-55. We can simplify slightly SC

the integral in question becomes

2 2 2
a E, 2.. 2R"

N, 2 N,

e N3 (3-7

1+20G2I 2 N,No 2

It is obvious that the second integral yields a si-Milar -1a

result with C = 0 and Ri2 in place of Rij, namely

2

2

1 
N2

exp- (3-58)
121

-
2  

+
1+2y NEi (T2 -

NN 2Cf
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'1.7

Thus combining all these results, we have

2
(x 2E, 2(7R': 2R -(x

in(Pi) No N"
e exp-

2 EE(T
12E2li 2 [T +1+2( fl] 2( N +

No

2R:2

,2

N
ex - 0 (_-*

Ef. 1

N3  2a'

and since receiver decisions can be based on ln(i )

well, we have

2 ( E _2
ln(l;) ln(P,) - in + _

2 G'

R 2
+ L 22+

+ - 1

N, + N

Thus the most general receiver structure for

generation of in li is shown in Figure 3-2.
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. . . . . . . . . . . . . . . . . . . . . . . .

Ya + +

21 1

X d tt- d

12 2

FIGURE 3-2. M-ary Receiver Structure with Rician
Fading

Clearly, M structures of (generic) form as shown on

Figure 3-2 must be implemented and their outputs compared in $

size so that a decision can be made based on a modified

version of the decision rule of Equation 3-45.

It is obvious that if all signals are equally likely and"

Eiis independent of the index i, the hardware inside the

dotted box shown in Figure 3-2 is unnecessary so that the

output from the adder following the squaring devices is '

sufficient in order to make decisions.

The receiver structure can be modified according to the

constraint of a given modulation scheme, such as MFSK or

MPSK. Before focusing on the performance of this receiver,

it is desirable to investigate what modifications must be

made in the receiver structure of Figure 3-2 when is modeled

40
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as a random variable. In order to accomplish this, we

backtrack somewhat now and define

2

-= - (Pi ) 1 1 + 2 2 (3-61)

2 (Y

so that 
J

1 R

n (1 i )  gi +  - N o 22 (3-6

g1  R
i.e exp LI+ 2 i (3-63)

N o 2 (Y-6 N

where, as shown in Figure 3-2, E,"

1=- 2 (3-64)g o 2 cy2,.

If 6 is a random variable, then li as given by Equation

3-63 is actually lij 6 , a conditional random variable, so that

J 1" f ( ) dS

2 M ~Cos()
egi  ! e [[ Z R t m  ''e

e_ d8 (3-65)
fNxp { 2Iy NJ 2nr Om)

41

i, 

%



T- V-T%7Vv -, zwv, -V- ..

Now, from Equations 3-48 and 3-30,
TfRil =Coss f r (t) T f i(t) Cos[I(ct +0i (t)] dt

Tb
Tf

sinfr(t)7f1 (t)si)Ct+4'i(t)J t (3-66)

Tb

and with the aid of Equation 3-31,

Tf

12 Coss f r(t) ,1 fi(t) sin[)ct+ i(t)J dt

Tb

Tf S

s sinbr(t) VG f (t) Cos)ct+ (t)]Idt (3-67)

Tb

Now, defining
Tf

r. f r(t) F2 cos[(O~t + *i(t)J dt (3-68)
Tb

Tf 

,

r Jr(t) 2 s in (0t + 0,(tM dt (3-69)
Tb

then

,e xp 1 r ccosS-r sinS 2 r cosS-rssin8l2I
No+ +o

m cos(8)
e
e d8 (3-70)
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If we examine separately the terms inside the second set

of brackets in the exponential of Equation 3-70, after some

manipulations we have

2 2

r. + r. 2 r. cos - r. sinS 2co+sn (3-71)
2 2 NoNO  20 0(

0

Thus,

i e g ' ep r 2~ + ri 2 2e- ex-2 is+a
r..

ic Is

x 2(%(riccos6 - risin6) e-."
2p 2 2I d (3-72)

je 1 2a 0  J i 0(

Reducing the integral only yields

0 (q,)
I0(m) (3-73) •

where
1/2

12 122 a 
2 aC r .

qr + m + -- (3-74)26 2 N 0 2Y2 0

Thus,

2 j}-egi r_+ r 10 (qi)

i i  e exp 1 ic is + 10 (M) (375)
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and

in rc+ ris + 1+ n I0(q) - in I0 (m) (3-76)ili = gi + N N2 4 0

The term in I0 (m) cannot possibly affect any decisions,

and the term in I0 (qi) can be approximated accurately for

small and large arguments of the function. The generation of

in ii ignoring the in I0 (m) term can be accomplished by the

system shown in Figure 3-3.

r2fi(t)cos[W't+t(t)

.-

+ 2 +

S+ (2

I° (q,) -- + 1 (3-77)
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2
q,

in I0 (qi) - (3-78)

and

2 22r1 (
ric+r iS 2a r 2  r1 2

ln _ qg i 2 + + 2 2 +i n I,(m) (3-79)
~ ~202N m. 4  o in i)

inlig i  N2 4a 4 2a2 0 2a;, N

0

and after some manipulation,

am

22 2 22N 2

+i---++2 2 r2+rin g i N0 404 N I2 1 +s
2 4 2

giN0  40

22 m

+ + - - in 10 (M) (3-80)
2 4 40; gi

D. RECEIVER PERFORMANCE

In order to evaluate the error probability of the

receiver, we assume that sm(t) is transmitted resulting in l.'

taking on the value Lm. Since

A.
1i' = - + g (3-81)

we see that

Pr{Clsm(t),lm'=Lm} = Pr{li'<Lm, i~mjsm(t),lm'=Lm}

In evaluating this probability, issues of independence

come into question. With the assumed transmitted signal -J

4I
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C -wool- --

AJ1 sm(t) + n(t) y (t) dt + J
N T dtj'

A 2a
Tf

+ I sm(t) + n(t) Yi 2 (t) dt (3-82)
1 0 T

Since

s (t) = a Ymk(t) (3-83)

we have, after some reduction,

Aa l + a2 1 + n - + 2 2

= 
+a + ap.

S +a + - ni 2  (3-84)

where

n.. = n(t) y i(t) dt j=l,2 (3-85)

Tb

We see that Ai is made up of Gaussian random variables

that are squared and summed. We can compute the p.d.f. of

the component Gaussian elements in order to obtain the p.d.f. I

of A i . We let

bl = N0  [a im + a 2f .] + 1n, + (3 )

*p

4 6 '
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b2  = 0, + a2. + n (3-87) .

Since a, and a2 are both Gaussian random variables with means a
a and 0 respectively and both with variance (y2, we have

1
E{b I = C( - . + (3-88)

Also

N ' NN,

1 
p

b __b2 (a, -a1) + a 24 i + - n, (3-91)

bEi bb2} .N =N-o3--9

N N3

so that
E [bi-E{bli} [b 2i- E. b 2 i

1 E{(a -a) [. + a4m + n, [(a -(X) + a -+ n]

0
so tha

1 2 22 i .

N-
N0

p."

where the second equality in Equation 3-92 is made possible

by the fact that random variables a, and a2 are independent.

Since

--i = (3-93)
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and

E~ni ni} = E jn(t) yi1 (t) dt fn2) i2() dT
T Tb

Tf

= J-2 yi.(t) Y12 (t) dt 0 (3-94)

Tb

it is clear that b1 i and b2i are uncorrelated, and since they

are Gaussian random variables, they are statistically

independent. Furthermore,

_L F2 42 1 2 2 1 No0 2

var{b ) = 2 2 I + 2 E - (3-95)
ii 2 'im 2 Pim 2 t2 bi

No  No  No

2 1 22 2 N N
var{b2 } + (T - i + 2 2 - (3-96)

N0  N0  N0

Observe that var{bij}=var{b 2 i} so that the same symbol has

been used for both variates. Thus from Whalen [5],

f (kIs) = -- ex2 - - ', (3-97)
A. " L 12bi I0 I bij

where

2 2 (b + E 12
mw = E {b,.} + E {b 2 1} =No iJ +  + IN , (3-98)

Since

A,
1, - + g. (3-99)

48.
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fl~ ~~ L gs(i ;)

f (L' Ism f (3-100)

1i [ (L t- .) + mbi [ (L- g) mb.1
- exp 2
2a b i I 2

0bi Gb

L,' > g( (3-101)

This obtains only a marginal p.d.f. for ii t We want to

explore independence issues by considering under similar

conditions of Sm(t) transmitted, what correlations exist with

other variates blj and b2 j, where

b2 a.k + a2 + n. + (3-102)N . M 5P NO G 2 02

1 1
b2i N 0 al +mj a2 jrn + No n j2 (3-103)

Clearly,

E(b I} = + S (3-104)0 2Y2

1
Eb = (3-105)

1 1
-EbI =- {(a- 4)m+ a + - n (3-106)

2j N 20j N,

0 0

b2 J- Elb 2j) = {(a,- a)p,,+ a 24jd + - n. (3-107)
No No
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Now,

E{ [bii-E{bl }] [bi j-EIbi j I I

1 E{[(a1- ai) .i+ ap.+ n,] [(a,- c) 4 + apj+ n,] (3-108)
2 1 im 2P .m 2P J 2jM I
No

1 2 2: -= O i + af3 f~m + E {n~1 n 1 n }] (3-109)

No

Since

E n, nil) E nt) Yi (t) dt n(T) y 1 (r) dT (3-110)

T 
f

No No

2 jy 11(t) yi (t) dt = - (3-1 )

Tb

Thus,

N,
E [b1 - E{b. }][b, - E{b }1 } =a (12 (4 m4. m+ m) + 2 +J (3-112)

No

which in general does not appear to be zero. Unless certain

orthogonality assumptions are made, it appears that this

expectation cannot be zero. Now,

E{ [b- E{b, }] [b - E{b}] =
ii 2i 2J

1 E{ [(a 1 - CL) + a2131  + n, 1 ] [(a,-- a) .+ a2 + n 2] } (3-113)

N
0

=2 P2;' 4;'3 +' E n,, n, 2 ) (3-114)

N0
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4Z1 Z11 %M %' V%.: 3 .. . -- * - *

Since

E(ni, n. 2 } = E n(t) y (t) dt n(T) y. 2 (T) dT (3-115)

Tb b

No [No

- Yi (t) Y 2(t) dt 2 (3-116)
7,S

we have

1 2N
E ( b.. - Elb. I I[b E- E(b..5,i).

N,2

Similarly, interchanging the indices i and j in Equation

3-117, we obtain

1 2NE { [b - E lb 2.}] [b,,- E {b . } ]}V - - ' [ O" (% " :, .. . % ) 2 1'] -1

F

E [b24- E{b 2  }] - E{b } --
221 2 j 2,

1
- .n ( ) 2  (3-120)

NN.1

=. - [a ~ ~ j+ E{n2 n}] (3-120)
N
0

Since,

No fy N,
En 2 nj2 = - y2 (t) t) dt = - (3-121)

.
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we have

NN,

It appears that unless some special cases are considered,

there is some correlation amongst all the random variables

making up li' and lj' conditioned on the transmission of

sm(t).

Since the lj' cannot be demonstrated to be independent, we

can see that

can only be approximated by

lR IPrl,' < L, I sr,(t), l,'= L I (3-123)

where Equation 3-123 is an exact result if and only ifth

random variables Ii' can be proved to be statistc a1,Y

independent. Therefore

Pr (cIs (t), 1 '=Lm)rn

N 1 (L: - ;+m,

11 fl I -ex 2 1I-1
u (L, -g;) dL.(3 2)

From this we obtain,

Pr~cls(t)}=f Prfcjs,(t), 1_'= LI f (L- is-) diL (3-12
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And finally,

Pr{c} = l P Pr{cls (t)} (3-126)

While the result is somewhat complicated, simplifications

can be introduced on the terms that make up the given

mathematical expressions.

E. SIGNAL POWERS

Equation 3-2 gives an expression for the signal. -e

specular component of this signal is

s (t) 4 2 CX f. (t) cos50 t+0 (t)+8] (3-127)

The energy of this specular component is found b:,""

integrating Equation 3-127 with respect to time over th

symbol duration, T , yielding

2
E- -Q E, (3-128

The diffuse component of the signal is given by

s (t) 4 2 v f (t) cos[)ct+0 (t)+6] (3-!29

Fixing v and 0, the energy of the diffuse component is v"

,.l
To find the average energy of the diffuse component, w

average this expression using the p.d.f. of the r.v. v,

obtain

.2E, 2 (T E_ (3
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We now define specular Signal-to-Noise Ratio (SNR) to be

2aE
SNRS - N (3-131)

N0

and the diffuse SNR,

22E2 Cr2E
SN. 0 - N (3-132)

where for simplicity we will henceforth use the term E to

represent signal energy in place of Efi, since the signals

being considered in the sequel have energies Efi that are

independent of the index "i."

Thus, taking the ratio of specular energy (or power) to

diffuse energy (or power), we obtain

SNR 2
S a (3-133)

SNRD 202

1. MZ.SX

For M-ary Frequency Shift Keyed modulation, the

signals take on the mathematical form

f (t) = i=1,2,...,M ; Ts Tf- Tb (3-134)
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As a result of this,

Js i1 T t) s T (t) dt

Tb

J E cos c t + (- " Awot

T 2

T cos [ct + Acot dt

Tf J

TS 
TE

+ o wt+ (wt + wt'
[ T 2) 2 dt (3-136) V

The second integral in Equation 3-136 is clearly

si(i-j) Ar /2 2cos o. atTf S _(t_s (t)_

(i -j) Aoxr/12 2(317

We will choose

AoI@T n
2 - n X Af = (3-138)2~T,
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where n is an integer because this choice guarantees that the

transmitted signals are orthogonal. Under these conditions

we have
Tf Tf

y.2(t) dt = E = Y2 (t) dt V i (3-139)J i2
Tb  Tb

For this modulation scheme with the assumption of

Equation 3-138, we have

ti.E= co i-) Awt ( m- AMt dt = 0 ; i*m (3-140)
TSTbs

M = sin - i-) AcOt dt (3-141)
Tb ,,

and after some reduction,

sin(m-i) AoYrs/2 sin(m-i) AXO(Tb + T d
= E (3-142)

(m-i) AwOT/2 2

Clearly for i~m, we will have Pim=O, thus eliminating

many of the terms involving imn and pim in the result for

receiver performance previously derived.

Now, from the above results, since Pim = 0 for

i~m, Equation 3-98 yields

Mri L i m (3-143) I

56

U.



and Equation 3-95 yields

2 E %2 E V i~m (3-144)
bi 2N0

In order to obtain the probability of correct

(Pr{c}), we must first evaluate Pr{clsm(t), im'= Lm} as

provided in Equation 3-124, as follows.

2 e 1I0  2 u(x) dx

=0 - o (Ybi bi

60 2 1-(y - 1
f 1 - y e 10{y Ci) dy

I ', J (i (L, - OJ (-bi 
S.*

where the change of variables

gi~x
Y =(3-146)

bi

has been made in Equation 3-145.

The term contained within the integral of Equation 3-

145 is now clearly a Rician function, where, for convenience,

we have defined

[ = - (3-147)
2

The integral of a Rician in this form is known as a Marcum Q-

Function and in its general form is defined as ?
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2 2y +A
00 - +

2
Q(A,B) = e I0 (Ay) dy (3-148)

B

To reduce each small term in Equation 3-145 into

forms dealing with the SNR's previously defined, we make use

of the above results and Equation 3-64. Taking terms within

Equation 3-145, we obtain,

mb; 2 SNR s  2(

2 2 -i (3-149)
abi SNRD

i SNsD

= SNR Vi (3-150)

Ai SNRD (SNR D +1)

p

Ri 2
2 = 2 + - V i (3-151)2SNRD

SNR s

gi = ln P - ln(1+SNR) SNR V i (3-152)
D SNR D

each of which will be substituted later. For equiprobable

signals, the subscript "i" in Equation 3-152 disappears, and

1 °

= M V. (3-153)

The probability of correct decisions for MFSK is now

obtained by applying Equations 3-125 and 3-126. Equation 3-

125 contains the p.d.f. for the random variable i.' given

U
smi(t) transmitted, as shown in Equation 3-101. The

parameters contained in this equation all have the subscript
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m, which makes them different than the parameters we used

earlier when the subscript was i with i*m. Reducing these

parameters in this form, we have

(SN +1) (3-154)

2( 2

N = 1) (3-155)

2SNRs

mb- 2 2 (SNRD+l) (3-156)
Cc SNR_

SNRs "..

gM = in P - ln(1+SNRD) SNR (3-157)M D SNRO

where, again, the subscript "m" can be removed for

equiprobable signals, and Pm is simply M-1 .

Manipulating the above expressions into forms more

useful for substitution into Equations 3-125 and 3-126,

2 3 -158 ) 'a

a
bm! SN.

mb 2SNR s(1+SNR D9),.
-- = = (3-159) ,2 2

ar SNRD

2
=1 + SNR (3-160)

2
Obi ll ,'..

Thus, upon substitution, the p.d.f. of Equation 3-125

yields
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1 1

to obtain the total probability of correct decisions, we have

00 2SNR,

0 2Ns(+N

z +2SNR (1+SNR2SNRs(1+SNRD)

z e.I.z. dz (3-162)

2 =-

has been used in order to obtain this result. The

probability of error (Pfe)) is now obtained by subtracting

from unity the P{c) shown in Equation 3-162.

2. amL~

For M-ary Phase Shift Keyed modulation, the signals

take on the mathematical form

f (t) = i=1 ,2,....,M ; T= T,- T (3-1E4)
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*I,

O*(t) - - + 00 i=1,2, ... ,M (3-165)

where 00 is a fixed yet arbitrary phase.

The signals siT(t) now will clearly not be

orthogonal. However,

y1I (t) dt f= 2 t dt =E Vi (3-166)
T, T

Tb Tb

and for this modulation scheme,
r ,.i,

= ECO (3-167)

Also, .W

= E si M (3-168)

Clearly in this case, none of the terms involving~ji andpim

will cancel out as they did in the MFSK case. After some

reductions,

2N~ 2 2 m
= F- SNR D + SNRD Cos + 1 (3-169)

2 E SNR, (310
a bi 2N0  317)

Thus,

M bi 2 SNRs + - - (3-171) -

2 2 SNR + cos +(-11)m-

(Yb SNRD mii

Z%*
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= SNR S S D+ c g (or) + (3-172)

g4~ SNR,0+1

2I (SNR D+l) (3-173)
2 2

(Fbi SNRD

' i M! 2SNR S SNR S 2rri-m + 1o ND 314

2b gNRS+1l

And so, for MPSK,

-I2SNR S SN~R5  [21 (i-rn)o +m 2 SR SNRD + 1 T NT]J

Pr~cjs m(t),1 '=LImj=f JeD
i=1, i*m

__ i~~~ SNRS SNR cS ir) I

ye M SSN +CO

2 (NR D+l) (L -gi T

SNR D

SNRs SNRo 2ti-M) } dI TS 1)jSRD+osL -M N~
[ SNR-1L M jSR j

C. -A.im irn

m 2
fiJe {1 - Q(A. im B,) (3-175)

where we have defined for convenience
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SNR2(i-m) 1
A. SNR (I 176.IM SNR0 + co M + (3-176)

SNRS+R D S[

B (3-177)M ~ SNR D

= 2 SNRS SNRD + co +- (3-178)
Ci R 2 DM O SNRD "

SNRD

Now, using this notation, the p.d.f. of Eqiation

3-101 reduces to

2B-C--
M mm

SNR +1 2 2C

f 'js (L MS) = 2 e I 0  m m- (3-179)
m SNRD 12 )

Expressing Equation 3-126 in its final form in order

to obtain the total probability of correct decisions for the

MPSK modulation scheme, we have

Cim-Aim

Prc)= PJ e 2Q(A B

-0

B -C

SNR , +1i 2 B2 C "'"
eN+ 2 °  BC dB (3-180)

SNR 2

The final results on receiver performance for MFSK

and MPSK can now be directly applied to a Rician fading"
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problem. The determination of the fading parameters that

identify the variables SNRs and SNRD must be determined either

through computer simulation or experimentation with a model

of the reflecting structures.

This last aspect of the problem has been lert for

further study as it applies to the design of the Space

Station digital communications links, since accurate

determination of the fading parameters was not feasible given

the scope of this study.
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IV. ANALYSIS OF ISI EFFECTS ON M-ARY RECEIVERS

WITH FIXED MULTIPATH

In the previous chapter, it was assumed that multipath

interference resulted in signal fading effects causing

degradation in the performance of digital receivers. A

Rician fading model was used as a generalization of Rayleigh

fading to encompass more realistic multipath scenarios.

In this chapter analysis will be carried out in order to

determine how a single bit, delayed by multipath propagation

and thus causing Intersymbol Interference (ISI) , affects

receiver performance. This different approach, no less

powerful, may be more relevant to certain multipath

scenarios.

We analyze here the performance of a receiver which is

optimum for for deciding which one of M possible signals was

transmitted, using the following received signal model:

r(t) = si(t) + n(t) to <t<TS+t 0  ; i=1,2,...,M (4-1)

where Ts is the symbol duration, si (t) is a deterministic

signal, and n(t) is once again the AWGN of PSD level NO/2

Watts/Hz.

The receiver which is optimum for this problem is shown

in Figure 4-1.
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where there are N secondary ray paths available at hn-

present symbol time during which the signal travels from ti -.

transmitter to the receiver, and (. and T- are the strena'tna

and delays respectively of the signal which arrives via these

secondary paths.

If sj(t) is transmitted, with multipath present,

r(t) s. (t) + s,(t; ,N,T) + s (t+T; 3,L,l) - rjt) (4-4)

where 0<t<T, j=1,2, .. ,M, and k=l,2, .. M. Equaticn 4-4

assumes that in the previous symbol time, the symbol Sk(t)

was transmitted during which there were L secondary ray

paths, with strengths P1, P2,. PL and corresponding de-aa's

T1, 12.. .1 , tiL. Note that L does not necessarily equal ?, c-

does not necessarily equal Pn, and Tn does not necessar: v

equal ln. Note that since for the previously transmittei *..

symbol to arrive at the receiver at the same time as tn"

currently transmitted symbol, the latter symbol would have

have taken a different path, so the attenuating and ielay.

factors corresponding to the current and previous symbcl ._

all likelihood may not be equal.

In all analysis, since T represents the delay *h .'--'"

current bit and T1 represents the delay of the previou ,-

we will assume

Ti -- -  ... N 05 T- n , . ..
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112<112-< . . . 11L T<I I<-2T n

To consider a very specific case, let us assume that we

are dealing with a modulation scheme in which all signals

have equal energy and equal probability of being transmitted,

namely
T

E s (t) dt = E V i (4-5)

0

1
p.i (4-6)1 M

where T will henceforth be used to express the symbol

duration, TS, and the signal set is orthogonal, that is
T

fsi (t) s (t) dt = E i V i,j (4-7)

0

Thus, assume that sj (t) is transmitted, S k (t) waS

previously transmitted, and define (see Figure 4-1)

T

i f -Jr(t) sit) dt V i (4-8)

0

Under the assumed conditions, the probability of a

correct decision, denoted Pr{c I j,k} becomes

Pr(c I j,k} = Pr{l.>l; V i*j I j,k} (4-9)

and

r(t) = s M(t) + s (t;C,N,T) + sk (t+T;O,L, ] ) + n(t) (4-13)

p

0 S t <T '
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T

1,~~ =Js(t)+S (t;aINT)+sk (t+T;JDiLT1)J ~)d

0

T

+ J n(t) s (t) dt

0

o o
T T N

f s s (t) si (t) dt + f (X n s (t- T) S: (t) dit'.

0 0 n=l

T L

+ f Y,5 s k(t+T- n~ S (t) dt + ni (4-11)
0 n=l

where

T

n n(t) s (t) dt (4-12)J
0

Thus
N T

1 = +- a. s (t-r T) s. (t) dt
n-1

+ s(t+T- ,) S (t) dt + n (4-13)
n-1 ,

In general, the remaining integrals in this express-on

will not be zero, even if imj, and ick. For example, :i: ,5

MFSK modulation, 4.

.5.

s (t) = cos(2Cf t) 0<-t!<T (4-14
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and

s;(t) s (t) dt = T cos(21cfit) cos(2cft) dt
3 0

sin[2n(f.- f )T] sin[2ir(f.+ f.)T]

211( f- f)T 21C(f.+ f )T (4-15)

If (fi-fj)T and (fi+fj)T each equal some integer, then

indeed

s.(t) s,(t) dt = E (4-16)

The frequencies fi and fj can be chosen to satisfy Equation 4-

16 and this will be assumed to be the case in the sequel.
p

Furthermore,

2E,

s, (t-r,)si(t)dt = cos[2gcf (t-Tn)]COS[2fit] dt (4-17)
fn4

n

which after some manipulation, reduces to

E sin[2tf.Tt'] - sin[2tfTn' ] T,
27tT (f. +fj) s ,

E {sin [2rf.T' - sin[2ifiT'' } E ..(t') (4-18)

2nT (f -f.)

Also,

s (t+T-fl) s. (t) dt f T cos[29f (t+T-71f )] cos[27Ef t] dt
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E { sin[27CT(fk+filln')] - sin[2 fkT(1]n,_l)]

+ E {sin[21cT(fk filn)] + sin[2-iffkT(1n,_l)]
27ET (f k-fi ) M E ik(0n (4-19)

where

Itn
05T '1- (4-20)n Tn

'In
1n' TT '52 (4-21)

are normalized delays. .-

Thus, --

EIij+Xa +n 1i4'n
i1. = E an 4,j ( ' n (i n + n. (4-22)n - 1 n - 1 . ,

Clearly, li is a conditional Gaussian r.v. for which its

mean and variance can be computed. Under the assumption of

sj (t) presently and Sk(t) previously transmitted, Equation

4-22 specifies ii  j,k, and using an overbar to denote

statistical expectation, we have

1: 1 j, k =El 8i + l a + , k (TI') (4-23)

and "

[l1 jk 1-j ikj 1,k - l7i1j = n n

7% 11,
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T

fi No No

= o 8(t-T) si(t) S,(t) dt = -E (4-24)

0

From this we observe that

NO
var{l Ij,k) = - E V i (4-25)

Thus, the random variables lilj,k are statistically

independent, so
M

Pr{clj,k} = [Pr{l>lIj,k}

i=1, ij

M

f Pr{li<L Ij,k} f 1 j,k(L ) dL (4-26)

- ;io)

where Li is the value assumed to be taken on by 1j. Since

; 2
1 (x- i;Ij,k)

Pr{l<LI j,k} exp - E dx

-~~~~ No7~7 E/2j

= erf. C-I r' (4-27)

2u

erf.(v) f fre du (4-28)

Thus,

7,
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00 r. 1 jk
Prjcl1,k7 f erf - E/

-0 i-l,i~j[ [
exp N E  E r(n,ij,k) dL. (4-29)

where

N L

r(n,i, j ,k) = + cc n.(t') + 12., k('1 (4-30)
n=l n=1

We obtain finally,

Pr{c} = I j Pr{clj,k} Pr{s (t) ; s(t) } (4-31)
j I k-i

where Pr{sj (t) ; S k (t) } is the probability that sj (t) is

presently transmitted and Sk(t) was previously transmitted.

Due to the independence of transmissions, the probability

that s k (t) was transmitted during the previous symbol

interval is the same as the probability that it will be

transmitted during the current symbol interval. Since the

symbols have been assumed to have equal probability,

1
Prls (t)} =Pr{s (t)} M

%'

P%

P
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we have
M M

Pr{c) = -- Y Pr{clj,k}
M J-I k-i

22M M M z/

XF [erf*Z+I rniikI dz (4-33)
M j=I k=1 i=l;ij

The probability of error (P{e}) is now obtained by

subtracting the probability of correct decision shown in

Equation 4-30 from unity.

In order to check this result, assume now that no

multipath is present, so that an=Pn=0V n. Then the above

expression correctly yields the well-known probability of

correct reception of M-ary orthogonal signals, namely

N2o -- e dz 14-34)

Again, our derived result is only valid for the specific

cases that satisfy Equations 4-5 through 4-7. This means

that nonorthogonal modulation schemes such as MPSK, QAM,

etc., are not covered by these results. To include the more

generalized cases of nonorthogonal modulation schemes wou i

require a similar yet mathematically more complex apr acr.

and therefore has not been attempted here.
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V. AN APPLICATION KXAMPLE: SPACE STATION

A. DESCRIPTION OF THE RELEVANT PORTIONS OF THE SPACE
STATION COMMOUNICATIONS SYSTEM

Figures 5-1 and 5-2 show diagrams of the designed

physical configuration of the National Aeronautics and Space

Administration (NASA) Space Station (SS) as of 3 May, 1986.

This spacecraft will represent a milestone in the evolution

of space research and manufacturing.

Incorporated into the Space Station design is an

elaborate multiple access communication system. This system

will provide for constant communications with a number of

earth stations by maintaining links through NASA's Tracking

and Data Relay Satellite System (TDRSS). The system design

incorporates the ability to simultaneously communicate with a

number of space platforms, including Co-orbiters/Free-Flyers

(FF), the Orbital Transfer Vehicle (OTV), the Orbital

Maneuvering Vehicle (OMV), the Space Shuttle Orbiters, and

astronauts conducting Extra-Vehicular Activity (EVA).

Astronauts conducting EVA will be suited in a newly-

designed spacesuit, designated the Extravehicular Maneuvering

Unit (EMU) . The EMU will have communications capabilities by

maintaining links for voice and data, as well as video links

for television cameras and for relaying a Heads-Up-Display

(HUD) projection from the Space Station into the EMU helmet.
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The Space Station is currently in the process of full-

scale development. Correspondence with Mr. Sid Novosad of

NASA's Johnson Space Center (6] is the sole reference for the

technical descriptions contained in this chapter.

As will later become apparent, the only communications

link of interest insofar as the development of this chapter

is concerned is the Space Station-to-EVA astronaut forward

link. There are two system configurations currently under

consideration for this link. The pertinent characteristics

of these two configurations are outlined in Table 5-1.

TABLE 5-1. SS TO EMU FORWARD LINK

FEATURE CONFIGURATION 1 CONFIGURATION 2
Modulation BPSK DCPSK

QFSK
(Alternate)

Frequency 13.7 GHz 14.7 GHz
Bit Rate, Data 40 KBPS 100 KBPS
Bit Rate, Video 400 KBPS 22 MBPS
Link Margin 3 dB 6.1 dB

Consider first the communication links required for the

Space Station to transmit to the Co-orbiters/Free-Flyers,

Orbital Transfer Vehicle, Orbital Maneuvering Vehicle, and

Shuttle Orbiters. Since the transmitting and receiving

platforms are in free-space, devoid of reflectors, the only

potential source for multipath is the structure of the

receiving platform itself. In order to determine if the

receiving platforms are "large" enough to provide sufficient

reflected signal travel delay so as to cause multipath

propagation loss, we must first determine how far the PF
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energy will travel during one bit interval. This is

obviously a function of bit rate. Assuming propagation at

the speed of light in free-space, we make use of the bit

rates under consideration in order to generate Table 5-2.

TABLE 5-2. DISTANCE TRAVELLED IN ONE BIT PERIOD

Bit Rate, RP Bit Period. T Distance, Dt-(L

22 M 45.45 ns 13.64

400 K 2.5 pLs 750

100 K 10 gs 3000

40 K 25 gs 7500

The proposed receiving platforms for Space Station are
I.

substantially smaller than the corresponding signal

propagation distances for all except the highest bit rate

case. In addition, all platforms are generally devoid c.f'

components in their structure that would cause reflection cf

a substantial amount of RF energy directed towards t -e

receive antenna. Thus, this situation prevents multipath

from being a serious problem, even for the 22 MEPS case.

Nevertheless, the Space Station is a relatively 1arge

structure, in relation to the 13 meters transit width

required to produce ISI given a 22 MBPS signaling rate. The

dual keels, the living and working modules (denoted the

Habitability Modules), the solar panels, and the solar

dynamic reflectors are all reflectors of RF energy. This

means that multipath is a concern when the receiving antenna
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is physically close to or within the confines of the Space

Station structure.

Some comments must be made here regarding the use of

"space diversity" as a multipath countermeasure. In more

traditional atmospheric fading situations, the propagation

ray paths experience refractive "bending" within tne 

atmosphere. If all the RF energy from a signal is bent away

from a particular area in the atmosphere, that area is called

a "shadow zone," because the signal is not easily received

within that area. This effect can be overcome by placing

receiving antennae at different locations so that if one

antenna falls within the shadow zone, others may still be

able to receive the signal. This technique is called-.

"spatial diversity."

When a radio signal is transmitted to the Space Stat-c-n,

the conductive elements which make up its frame can reflec ,

diffract, absorb, and re-radiate the RF energy so that t.%

ray paths of the signal are bent. Thus, with t

Station, shadow zones may exist, but not because of .:

of refractive ray trace bending that 0c:urs n " •.

atmosphere. Nevertheless, spatial diversity te.. .

still useful in overcoming these signal cs:;. .

planning to use a similar technique on hp ,-:1--

Current plans are to distribite receivin ant.:.

extreme of its struct ra. .r:ph er-

before they are bent by the s5r:.::r3. ,-'<-.

80 .

%i



0-

This spatial diversity technique also allows us to rule

out severe multipath loss in most cases when the Space

Station is the receiving patform. If an antenna intercepts P.

the incoming signal before it is reflected by the Space

Station structure, then the antenna cannot experience the

multipath which is caused by that structure. An onboard I

computer will process the received signals in real-time in

order to determine which antenna is receiving the signal with

the least amount of interference, and will link that antenna

to the receivers directly. Thus, multipath is not expected

to be a serious problem when the receiving platform is .

located on the Space Station.

This leaves one case yet to be considered. If an

istronaut involved in Extravehicular Activity is positicne"'"

wihn the periphery of the Space Station structure, h.

rilo transmissions have ample opportunity to suffer multiple

-efe-tions before they arrive at the astronaut's own receve

r.t na. The direct path will undoubtedly exist, ,et th.ere

*. a lethora of alternate paths reflected off all t'

: ! - ialon extremities previously listed. Furthermor,

* . > a smal structure, basically a space suit",

: : '. < • e , i y r t 'rn t y ,-' h - : n a b l e t o m a k e , s e r1

y . anter as re .r mu ltipath. n a dd 1 t ,

* " ... : .-. : a r'- r "I n ,cl e a n e n na a n d tc 1- i?

• .' . ]

.* .. * . ' . . < * -.... • + . . . S - _

• 
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accurately determine whether multipath will in fact seriously

interfere with the astronaut's ability to communicate with

the mother ship.

A complete analysis cannot be performed here. But it may

be possible to judge qualitatively whether this subject

deserves further attention by evaluating previously obtained

results on receiver probability of error when ISI effects due

to multipath propagation for conditions typical of what can

be expected for Space Station designs. That is the intent of

this chapter.

B. ANALYSIS OF THE POTENTIAL FOR SPACE STATION ISI

In order to evaluate the probability of error

expression given by Equations 4-31 and 4-32, it is necessary

to set up an arbitrary geometry for which the requisite

assumptions that lead to multipath-induced ISI are met. Due

to analytical constraints, however, the geometry must be

arranged so that the only bits arriving at the receiver at
J*

time t are the current bit and the previously transmitted bit ,

only. A complete analysis would require a detailed survey to

determine exactly how many paths satisfy this criterion, and

to establish the expected signal strengths and delays

associated with each path. However, if it can be shown that

a single reflected path can interfere sufficiently with the
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quality of communications as to effectively nullify the

receiver, then a more detailed analysis may be unnecessary.

Assuming that the very large soLar panels o te

Space Station are the primary RF reflectors, and assur--:i.'g

that a 22MBPS data link is in use between the Space Stati;r.

omni antenna and an EVA astronau.it, Figure 5-3 descr:L.-s i

geometry where the "kth ' bit arrives via th~ie dire(--, r.,

while at the same time, the previous "k-1th" bit arrved

the reflected path.

Ot m

ANTE IA ' W

ETH 
.FET

DIRECT0

FIGURE 5-3 . I 3 Analysis Geo uetry (not to c ae) 
'
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time, the previous bit "k-i" arrives via the reflected path,

and after a slight delay, the "kth" bit follows.

In this scenario it is assumed that the solar panel

;s facing away from the astronaut, so that its alumrinum

:a_ plate faces him/her. Since aluminum is a good conductcr,

Sis possible that approximately 100% of the incident 14.

;Hz tarrer wave is reflected by the solar panel.

her r, since the space oss JAfference between the

i:re~t anl reflected paths is neqligible, the reflected path

::a. .ha ipprox:mat 'y the saMe electromagnet :c strength as

i. :-, path sgnaI . .his, !he a. as we.. as the

,,: : :, s n .r; atir. 4- 2 :s eq' al ") :

7 4- ~ 1 i1 -i-, 4-4 '13 i. .. 7

. - a n

T

2

* .

' '' 't'. '."' "" .X '<,""_.. .%"-, . " " "



Shift Keying), QFSK (Quaternary Frequency Shift Keying), and

DCPSK (Differentially Coherent Phase Shift Keying) . The

analysis, however, does not apply to a differential

modulation scheme, and although it may be possible to

extrapolate results for differential schemes from the

analysis, it would be quite difficult to do so in the general

case, therefore such schemes are not considered.

Although BPSK is being considered as one of the

potential modulation schemes for Space Station digital

communication links, that scheme is not an orthogonal

signaling technique, so that the general results obtained in

this chapter do not apply to this specific scheme. However,

since the performance of most systems employing BPSK

modulation enjoy a 3 dB SNR improvement over the performance

of similar systems utilizing BFSK modulation, which is an%

orthogonal signalin scheme, the results involving the latter N

scheme can be used as an indicator of a similar system

r-lo yinq BPSK modulation provided that approximately 3 dB

:SN ' iuslments are made.

The receiver probability of error has been evaluated-

s:;, ' e general results of Chapter 4, for the :ases t

•i ,,n v;a BFCK ifnd QFS modular. e :lana', ,A S *

, ,.;NP. in this (chapter, :-NR is ,, 'fi neA a.

l

ir ir b
,% ._%

P--2." . e

.'.. . . . . . . - , .. ... _



where E is the signal energy and No is the PSD level of

Additive White Gaussian Noise (AWGN) in Watts/Hz. The signal

transmission and reflection geometry used in order to obtain

these results is based on the assumptions described in the

previous section. The signal strengths traveling along the

reflected paths, namely CL and P, were assumed to be unity,

indicating the fact that we are assuming that the strength of

the signals traveling along the reflected path equals that of

the signals traveling along the direct path. The delays, T

and TI, were calculated to be 0.348 given the assumed

propagation geometry.

Numerical performance evaluations were then performed

in which the signal traveling along the reflected path had a

rength of half that of the signal traveling along t"e

iirect path (0=0.5). Finally, similar evaluations were

:Iarr'ed out for varying propagation delays which took ?.

;-s over the range 0.1 to 0.9.

The receiver performance curves of BFSK and QF.K

i I at eI signals are shown in Figures 5-4 and -

_ e Iy, with values of signal delay that would '

.. ered n the assumed scenario previously descr it#

t] 4 ) Curves oDr h cases ;f no -, n.e.

S: h proaqation) a in:uded :n each -ase, 7ak:nl

.e .w arze a d t r :en al e f IS .
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Observe that as the reflected path signal strer.9!i..

increases, receiver performance degrades as expected. Al1s r

note that QFSK modulated signals exhibit somewhat high~er

error probability than BFSK modulated signals. However,

direct comparisons cannot be made because the former involves 5

symbol error rate specifications while the latter I nv.o Ive s
P.~.

bit error rate values. sf

-

.2
.3-,

-- 3-

-NoSNR

4.Strength-O 5 .'s

-0 Strengthal
-6

-7h

0 2 4 6 8 10 12 14

sNR, dB
FIGURE 5-4. BFSK With Delay-O.348

0-
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3 3

-4
-No 151

-5. Strength.0 5
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-6-

.7.
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FIGURE 5-5. QFSK With Delay-O.348 V
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Keeping now the signal propagation delay cc:nstant -

0.1, Figures 5-6 and 5-7 display the corresponding rely3

for signal transmission via BFSK and QFSK when a a,., P v:31Y

over the range from zero to one. These plots show a

this relatively small signal propagation delay, syst--.s

BFSK modulation display a marqinal amoun ,,: -:f -,

superiority over systems using QFSK modulati,)..

0

-1

-2

-3

4- - No ISI

5' -0- Strength -0 5
41- Strength-i

6

-7

0 2 4 6 8 10 2 4
S1, dS

FIGURE 5-6. SISK With Delay-O.1
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- 3-

5
- No ISI
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411 Strength. 1

6

0 2 4 6 8 10 12 4

SN', dB
FIGURE 5-7. QFSK With Delay-0.1
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Whereas a propagation delay of 0.1 is at the low end -1

the acceptable values consistent with the initial analyti-al

assumF ' ions, a delay Df 0.9 is near the high end of • ..

3,'2e.' :ile values. Holding the propagation delay co , ar. p

,, 5-8 and -9 display the receiver perfor.ar.--

S.rF i,,i FSK rmndu la, .n scremes while the reft >: d

'; . r ljnths increa f rm zero to one.

2

- 3

- No ISI
5 .- Strength-O 5

41- Strength-1

6

I T I I I

o 2 4 6 8 10 12 14

SNR, da
FIGURE 5-8. FS1K With Delay 0.9
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iP,
0 

-

4-
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2 4 6 8 10 12 14
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FIGURE 5-9. QFSK With Delay0.9
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In general, for this limited scenario, ISI analysis shows

that:

-At a 22MBPS data rate, degradation can result even from
just one multipath source even given the fact that in this
analysis only one bit was interfering at any given time.

• ISI is worse when the delay is long (see Figures 5-6
through 5-9).

oIS1 gets worse as the reflected signal strength gets
stronger.

*In the worst cases of ISI, the differences between QFSK
and BFSK are too small to be of concern.

Although just one reflected path was analyzed, the

probability of error was shown to have quickly degraded -o

una-ceptable levels. In light of the fact that Space Station

sill have much more than one multipath reflector and will not

.e limited to just one bit interference, a nominal desiin

:; ecitication link margin of 6 dB may not reduce tn.e

probability of error to acceptable levels. Therefore, thi5

is a problem that deserves more careful scrutiny before the

lctua! hardware choices are made.

90

n



.% -

VI. CONCLUSIONS

Chapter 2 provided a brief overview of the root causes of

multipath propagation. The general theory pertaining to how

multipath propagation degrades digital receiver performance

was described. In addition, a description of how the

physical structure relates to the analytical parameters was

provided.

Chapter 3 then dealt with multipath propagation in the *.,

form of a digital communication system experiencing Riclan

fading. Analytical expressions of receiver probability c,

error for the specific cases of MFSK and MPSK modulati r.

scnemes were obtained.

Chapter 4 treated the multipath propagation phenomenon:"

the form of single-bit Intersymbol Interference (ISI) A.. "

exact result for receiver probability of error was obtal'- :.

hcr M-ary orthogonal signaling schemes where the M sy- i.,

have equal probabilities.

In Chapter 5, multipath propaaat ion analysis was ap r.i

to NASA' s Space Station. It was demonstrad thv : ""

least one communication link scenaric, ".n.rsy:

Interference may cause unacceptable receiver performance in. i

link between the Space Station and an Extravehicular Activit.'

(EVA) astronaut. It must be emph!.cizcd thdt Cnapter . [-.
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only a cursory but conservative look at the actual conditions

to be present when Space Station is finally built. Actual

receiver performance could be somewhat worse than the

performance obtained in this study.

A further complication is that in the analysis of

Chapter 5, the signal delays and signal strengths were

treated as deterministic quantities. In actuality, since

there will be no way of predetermining the physical locatir.

of the astronaut's receiver at any instant in time, it wou""

be more accurate to treat those parameters as random 

processes.

Since the phase of an incoming signal is determined :-s

propagation delay, and since the propagation delay in

case of the Space Station-to-astronaut link is most like.'."

be observed as a random process, the delay itself shu :

treated as a random process. In any situaticn w .r " ".

n .ig signal phase is random, it is generaly .nw>:-

ncrode the message as a function of that phase. Tn1s

F rec de the use of Phase Shift Keyed s na c .

i r cr iate modulation scheme f r Szpace Stat7..

a: at n such as the -ne descr ibed in Chapter 5, ..

A meed moduIation scheme is sua" .IIy :-tr -

since the frequency of the incoming signa" w:iI le

unaffected by the siqnal's prcpaiat in -ver s:: ..

Ji St ante.
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All these remarks, however, are contingent upon the use of

omnidirectional antennae with both the transmitter and

receiver. If a directional antenna were to be used on either

end, the chance of having unwanted reflections off of Soace

Station structures could be minimized. This could protably

be best implemented through the use of a directiona' aen--

at the transmitter which could track the EVA astronoit a- .

moved about. The trackinq anten.a ,',i'd e h r P 7-. i.,

or electronically fol'ow an omnidir ctina' beacon a .

be carried by the astronaut. The ,pc ics , w'i" s-

w-, 1i perfr, rm rpt maly 4 ven h z : : - -

f . t at Jo- .'/s t ems Is '-t "

7n :m o r (a r iT q , .e .

.2

*.* %. %.

:4"
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